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Abstract– The bit error rate (BER) performance of underlay relay cognitive networks in the presence of Rayleigh fading is
thoroughly analyzed in this paper. New exact and asymptotic analytic expressions under consideration of both interference
power constraint and maximum transmit power constraint are derived in closed-form and are extensively corroborated by
Monte-Carlo simulations. These expressions facilitate in evaluating effectively the network performance behaviour in key
operation parameters as well as in optimizing system parameters. A multitude of analytical results expose that underlay
relay cognitive networks experience the performance saturation phenomena while their performance considerably depends
on the number of hops for the linear network model. Additionally, optimum relay position is significantly dependent of
maximum transmit power, maximum interference power, and licensee location. Moreover, the appropriate order of locating
unlicensees with different maximum transmit power levels can dramatically improve the network performance.

Keywords– Cooperative communications, underlay cognitive radio network, Rayleigh fading, bit error rate.

1 Introduction

Currently there are two motivations to urge devising
new technologies for high spectrum utilization effi-
ciency. On the one hand, the current spectrum utiliza-
tion efficiency is rather low, as reported in an exten-
sive survey on spectrum utilization carried out by the
Federal Communications Commission [1]. On the other
hand, new wireless applications undoubtedly require
wide transmission bandwidth but must compete each
other for limited available spectrum. The solution to
the popularly reminded problem of spectrum under-
utilization is the cognitive radio technology [2]. In-
tegrated with this technology, un-licensees can still
operate in the frequency band, which has been pri-
marily allotted to licensees, without causing any harm
to licensees. As a result, the corresponding spectrum
utilization can be substantially increased. In general, it
has been largely shown that in cognitive radio-based
communications un-licensees can work in three modes:
interweave; overlay; and underlay [3].

This paper investigates the underlay mode that is
widely accepted for its rather low implementation com-
plexity [3]. In this mode, un-licensees must adaptively
control their transmit power so that the induced in-
terference is maintained within levels which can be
tolerated by the licensees. Therefore, the transmission
range of un-licensees is drastically shortened. However,
it is evident that integrated with multi-hop commu-
nication techniques which exploit shorter range com-
munication for lower path loss, underlay multi-hop
cognitive networks can efficiently overcome the above

drawback. In the multi-hop communications, informa-
tion from a source is relayed to a destination through
several relays on the hop-by-hop basis in the decode-
and-forward (DF) and amplify-and-forward (AF) man-
ner [4]. In the former, the relay decodes the received
signal and then re-encodes the decoded information
before relaying through the next hop. In the latter, the
relay just amplifies the received signal and forwards the
resulting signal through the next hop. The DF protocol
is considered in the present work.

Several works study the outage probability of under-
lay DF1 multi-hop cognitive networks in [3, 5–11]. More
specifically, the outage probability expression for two-
hop communications was derived in [3, 5–10] while the
approximate outage probability expression for multi-
hop cognitive networks was proposed in [11]. Addition-
ally, the Rayleigh fading was assumed in the analyses
in [3, 6–9, 11] while the more flexible Nakagami-m
fading model [12] was considered in [5, 10]. In the
same context, the authors in [13–25] analyze the outage
probability of underlay DF cooperative cognitive net-
works. It is noted that the outage probability analysis
can provide an insight into the information-theoretic
performance limit and motivate code design to reach it.
However, effective determination of this limit is rather
problematic. Meanwhile, the BER analysis shows the
real -not a limit- system performance for a given target
spectral efficiency (i.e., modulation level) and hence, is
of greater practical importance. Nevertheless, in spite

1This paper concentrates on the DF protocol, and hence, the
literature survey on underlay AF cooperative/multi-hop cognitive
networks is not necessary.
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of the undoubted usefulness of underlay DF multi-
hop cognitive networks, only limited investigations on
the BER analysis of these systems have been reported
in the open technical literature2 [27–29]. In addition,
the works in [27, 28] do not investigate the maximum
transmit power constraint on unlicensees, which is strictly
required in cognitive radio−based networks. Likewise,
the work in [29] provides only an approximate closed-
form expression for the BER of two-hop cognitive net-
works.

Motivated by the above, the main contribution of
this paper is the analytic performance evaluation of
the bit error rate of such networks. More specifically,
a novel exact closed-form expression is derived for
the BER of underlay DF multi-hop cognitive networks
with arbitrary number of hops in the presence of
Rayleigh fading. Both the interference power constraint
and the maximum transmit power constraint are taken
into account. Additionally, the corresponding asymp-
totic performance for large maximum transmit power
(i.e., relaxing the maximum transmit power constraint)
or large maximum interference power (i.e., ignoring
the interference power constraint) is also analysed. No-
tably, the BER of conventional DF multi-hop networks
in [30] is a special case of our asymptotic results for
large maximum interference power while our asymp-
totic results for large maximum transmit power can
be used to compute the BER of underlay DF multi-
hop cognitive networks under only interference power
constraint such as [7, 13]. All derived expressions are
verified extensively through comparisons with results
from computer simulations. Interestingly, it is clearly
shown that underlay DF multi-hop cognitive networks
considerably suffer error floor phenomenon while the
associated BER performance depends significantly, as
expected, on the number of hops for the linear net-
work topology. Moreover, optimum relay position is
dramatically dependent of maximum transmit power,
maximum interference power, and licensee location.
Furthermore, the appropriate order of positioning un-
licensees with different maximum transmit powers can
substantially impact the system performance.

The structure of this paper is as follows: Section 2
presents the system model. The error probability of
underlay DF multi-hop cognitive networks is exactly
analyzed in Section 3 while the asymptotic analysis
is discussed in Section 4. Simulated and analytical
results for the corresponding performance assessment
are presented in Section 5. Finally, Section 6 provides
closing remarks.

2 System Model

The underlay N-hop cognitive network under inves-
tigation is depicted in Figure 1. The transmission in
the unlicensed network starts from U0 and ends up

2Recently, the authors in [26] studied the approximate symbol
error rate of underlay AF multi-hop cognitive networks with only
interference power constraint at the unlicensed source but both power
constraints at the unlicensed relay.
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Figure 1. Network model. LT and LR denote the transmitter and
the receiver in the licensed network, respectively.

at UN through (N − 1) intermediate unlicensed users
{U1, ..., UN−1}, interfering with the licensed users, LR.
We assume non-identical independent frequency-flat
fading which follows the Rayleigh distribution. To this
end, the wireless channel coefficient between the trans-
mitter Ua and the receiver Ub is3 cab ∼ CN (0, 1

$ab
=

d−τ
ab ) where dab and τ denote the distance between two

users and the involved path-loss exponent, respectively,
while a ∈ {0, 1, . . . , N− 1} and b ∈ {1, 2, . . . , N, L}, with
L denoting the index of licensed user LR [31].

It is also recalled that N-hop wireless transmission
takes place in N phases. In more details, in the nth
phase, the transmitter Ua broadcasts a sequence of q
modulated symbols ya = [ya(1), ya(2), ..., ya(q)], each
with symbol energy, Pa = E{|ya(u)|2}, where E{·}
and u denote the expectation and time index, respec-
tively. Based on this, this symbol sequence is demod-
ulated by the receiver Un and re-modulated as yn =
[yn(1), yn(2), ..., yn(q)], each with the symbol energy,
Pn. Then, they are forwarded to the unlicensed user
Un+1 during the (n + 1)th phase4. Based on this, the
received signal in the nth phase can be modelled as
follows5:

zan = canya + xan, (1)

where zan is the signal received at the user Un from
the user Ua with a = n − 1 and xan ∼ CN (0,Nn)
being the additive noise at the user Un. It should
be noted that more practically, xan at the unlicensed
receiver consists of two components: i) the actual noise
at the receiver, and ii) the interference from the licensed
transmitters, [7–9, 19, 20, 23]. According to the central
limit theorem [32], the interference component becomes
Gaussian distributed as long as the number of licensed
interferers is large enough. In underlay cognitive radio
networks, unlicensed users operate in the opportunistic
manner and hence, they may be interfered by a large
number of licensed users. As such, the assumption of
Gaussian-distributed interference from licensed users
can be valid in several practical scenarios and is widely

3c ∼ CN (M,V) denoting a circular symmetric complex Gaussian
random variable with mean M and variance V .

4For the sake of notation simplicity and to avoid any confusion,
the time index is henceforth omitted.

5This received signal model is also valid for the communication
between the unlicensed user and the licensed user.
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accepted/exploited in most recent research works [3, 5,
6, 11, 13–18, 21, 22, 24–29]. Under this assumption, Nn
is considered as the total variance of the noise at the
unlicensed user and the interference from the licensed
transmitters.

It is noted here that operating in the underlay mode,
as in e.g., [3], the unlicensed user Ua must set its
transmit power according to Pa = min(Im/|caL|2,Pam).
This holds for the maximum transmission range and
for meeting both the corresponding interference power
constraint, Pa ≤ Im/|caL|2, and maximum transmit
power constraint, Pa ≤ Pam. Here, Im is the maximum
interference power that the licensed user can tolerate
and Pam is the maximum transmit power designed for
unlicensed users. In this paper, different unlicensed
users allocated with different maximum interference
power levels is investigated and hence, more general
than all previous works with the assumption of the
same maximum interference power level for all unli-
censed users such as [3, 5, 6, 8–11, 14–29]. As analysed
thoroughly in [3, 5, 6, 11, 14, 15, 18, 24–26, 29], Im
stands implicitly for the interference limit from unli-
censed users and excludes interference generated by
licensed users. Equivalently, the licensed networks are
implicitly assumed to operate reliably for interference
levels caused by unlicensed users up to Im, regardless
of the interference already existing in these networks.
In other words, licensee-to-licensee interference has
not been necessarily considered when formulating Pa.
Also, in order to set the transmit power of unlicensees,
the channel coefficient caL must be available at the
unlicensees. Obtaining channel state information (CSI)
at a certain level of accuracy is almost feasible and elab-
orately discussed in most works on the cognitive radio
technology, e.g. [3, 23], and hence, more investigation
on the channel estimation issue is not really necessary.
In the sequel, we assume that perfect CSI is available.
Based on this transmit power setting, (1) results in the
following instantaneous signal-to-noise ratio (SNR) in
the nth phase:

µan =
Pa|can|2
Nn

= min
(
Im

|caL|2
,Pam

)
|can|2
Nn

. (2)

The cumulative distribution function (cdf) of µan
is obtained by recalling that the cdf of ηan =
min(Im/|caL|2,Pam)|can|2 is expressed as follows [3,
eq. (8)]:

Fηan (x) =

 xe−
εan$anIm
Pam

x + εanIm
− 1

 e−
$an x
Pam + 1, (3)

where εan = $aL/$an. Given that µan = ηan/Nn, it im-
mediately follows that the cdf of µan can be expressed
as

Fµan (x) = Pr {µan ≤ x}

= Pr
{

ηan

Nn
≤ x

}
= Fηan (Nnx) . (4)

The corresponding probability density function (pdf) is
derived by differentiating (4) with respect to x, namely,

fµan(x) = dFµan(x)/dx. This yields the closed-form
expression as (5).

3 Exact Error Probability Analysis

The corresponding error rate analysis can be completed
in the following two steps:
• Step 1: Computation of the accurate closed-form

average BER, Be(n), in the nth phase.
• Step 2: Use of Be(n) for n = 1, 2, ..., N in Step 1 to

calculate the average BER of the underlay multi-
hop cognitive networks with the aid of [30, eq. (9)],
namely,

Be =
N

∑
n=1

[
Be (n)

N

∏
j=n+1

(1− 2Be (j))

]
. (6)

It is noted that the average end-to-end BER in (6)
takes into account the error propagation in the multi-
hop communications which happens when a bit is
erroneously decoded on one hop but still forwarded
to another hop. Also, Step 1 is undoubtedly the most
critical step. The average BER in the nth phase is
computed with the aid of fµan(x) and the corresponding
instantaneous BER. More specifically, given the instan-
taneous BERs for square M−ary Quadrature Ampli-
tude Modulation (M−QAM) with M = 2h (h even)
and rectangular M−QAM with M = 2h (h odd) in [33,
eq. (16)] and [33, eq. (22)], respectively6, the Be(n) can
be expressed as (7) where Λ (s, v, M; x) is given in (8)
and

p =
3

M− 1
, (9)

t =
6

W2 + R2 − 2
, (10)

W = 2(h−1)/2, (11)
R = 2(h+1)/2. (12)

Furthermore, the notations b.c and Q(.) are the
floor function and the one dimensional Gaussian Q-
function [12], respectively, which are both included
as standard built-in functions in popular mathemati-
cal software packages such as MAPLE and MATLAB.
Evidently, the derivation of a closed-form expression
for Be (n) is subject to analytical evaluation of the
two infinite integrals in (7). To this end, by substitut-
ing (8) into (7) one obtains the following closed-form
expression for the BER in the nth phase as (13) where
Φ (s, v, M, Gan, ρan) is given in (16) and

ρan =
$anNn

Pam
, (14)

Gan =
εanIm

Nn
. (15)

Moreover, the ζ (a, b, c) term in (16) is defined as:

ζ (β, Gan, ρan) ,

∞∫
0

Q
(√

βx
)

fµan (x) dx. (17)

6Similarly, we can derive the average BER for other modulation
schemes such as M-PSK (Phase-Shift Keying).
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fµan(x) = Nn e−
$anNn x
Pam

 εanIm e−
εanIm$an
Pam

(εanIm +Nnx)2 +
$an

Pam
− $an

Pam

Nn x e−
εanIm$an
Pam

$anIm +Nn x

 . (5)

Be (n) =


∞∫
0
{Λ (W, t, M; x) + Λ (R, t, M; x)} fµan (x) dx , h odd

2
∞∫
0

Λ
(√

M, p, M; x
)

fµan (x) dx , h even
(7)

Λ (s, v, M; x) ∆
=

2
slog2M ∑log2s

k=1 ∑(1−2−k)s−1
i=0 (−1)

⌊
i2k−1

s

⌋ (
2k−1 −

⌊
i2k−1

s
+

1
2

⌋)
Q
(√

(2i + 1)2vx
)

. (8)

Be (n) =

{
Φ (W, t, M, Gan, ρan) + Φ (R, t, M, Gan, ρan) , h odd

2Φ
(√

M, p, M, Gan, ρan

)
, h even (13)

Φ (s, v, M, Gan, ρan)
∆
=

2
slog2M

log2s

∑
k=1

∑(1−2−k)s−1
i=0 (−1)

⌊
i2k−1

s

⌋ (
2k−1 −

⌊
i2k−1

s
+

1
2

⌋)
ζ
(
(2i + 1)2v, Gan, ρan

)
. (16)

Hence, by integrating once by parts and substituting (4),
the above expression can be equivalently re-written as
follows:

ζ (β, Gan, ρan) =
1√
2π

∞∫
0

Fµan

(
t2

β

)
e−

t2
2 dt

=
1√
2π

∞∫
0

e−
t2
2 dt

︸ ︷︷ ︸
T1

− 1√
2π

∞∫
0

e−
(

ρan
β + 1

2

)
t2

dt

︸ ︷︷ ︸
T2

+
e−Ganρan
√

2π

∞∫
0

t2e−
(

ρan
β + 1

2

)
t2

t2 + βGan
dt

︸ ︷︷ ︸
T3

.

(18)

Importantly, since Q(x) , 1√
2π

∫ ∞
x e−

t2
2 dt it immedi-

ately follows that,

T1 = Q(0) =
1
2

. (19)

Likewise, by recalling that
∫ ∞

0 e−
at2
2 dt ,

√
π
2a , the

following expression is straightforwardly deduced,

T2 =
1
2

√
β

β + 2ρan
. (20)

Finally, the T3 integral can be solved in closed-form
with the aid of [34, eq. (3.466.2)] as

T3 =
e−Ganρan

2

√
β

β + 2ρan

− 1
2

√
2πβGane

βGan
2 Q

(√
(β + 2ρan) Gan

)
.

(21)

As a result, substituting (19), (20), and (21) in (18)
yields (22). Evidently, by making the necessary change
of variables in (22) and substituting in (16), a closed-
form expression for the BER in the nth phase is de-
duced. To the best of our knowledge, (22) has not been
reported in the open technical literature. It is noted here
that although the derived expression is algebraically
long, it is rather straightforward and convenient to
handle both analytically and numerically.

4 Asymptotic Analysis

The asymptotic analysis for the error rate is derived by
considering two extreme scenarios: i) the large maxi-
mum transmit power; ii) the large maximum interfer-
ence power. Based on this:

Theorem 1 For large values of the maximum transmit
power (i.e., Pam → ∞), (22) reduces to

lim
Pam→∞

ζ (β, Gan, ρan) =
1
2

1−
e

βGan
2 Q

(√
βGan

)
(2πβGan)

− 1
2

 .

(23)

Proof: When Pam → ∞, it immediately follows
that ρan → 0. Then, computing lim

Pam→∞
ζ (β, Gan, ρan) =

lim
ρan→0

ζ (β, Gan, ρan) completes the proof.
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ζ (β, Gan, ρan) =
1
2

{(
e−Ganρan − 1

)√ β

β + 2ρan
−
√

2πβGane
βGan

2 Q
(√

(β + 2ρan) Gan

)
+ 1

}
. (22)

Notably, according to Im the value of (23) remains
constant. This clearly indicates that the network suffers
from the error floor for large values of Pam.

Theorem 2 For large values of the maximum interference
power (i.e., Im → ∞), (22) becomes

lim
Im→∞

ζ (β, Gan, ρan) =
1
2

{
1−

√
β

β + 2ρan

}
. (24)

Proof: The result in (24) is based on the fact that
when Im → ∞ (i.e., Gan → ∞), the second term in the
bracket of (22) reduces to zero and e−Ganρan → 0.

Notably, when conditioned on Pam, the value of (24)
remains constant and thus, the network experiences the
performance saturation phenomenon for large Im.

In summary, the asymptotic analysis is very impor-
tant and provides some useful insights into the perfor-
mance of underlay DF multi-hop cognitive networks as
follows:
• Underlay DF multi-hop cognitive networks experi-

ence the performance saturation at either the large
maximum transmit power or the large maximum
interference power.

• The asymptotic analysis can be extended to include
some previous works as special cases:

– Special case 1: Only interference power constraint
In this paper, we consider strict transmit
power constraint where both maximum trans-
mit power constraint and interference power
constraint are taken into account. Some other
works such as [7, 13] only investigate the
interference power constraint. Naturally, our
asymptotic analysis is applicable to deduce
the BER expression for underlay DF multi-
hop cognitive networks under only interfer-
ence power constraint. Indeed, the case of only
interference power constraint corresponds to
our asymptotic analysis as Pam → ∞, and
hence, the BER for this case is computed by
using (23), (16), (13), and (6), sequentially.
Notably, even though only interference power
constraint is assumed which is possible when
the unlicense is acted as a cognitive base sta-
tion or a unlicensed access point with the
availability of sufficient transmit power [26],
the BER expression for these networks has not
been reported in any publication.

– Special case 2: Traditional multi-hop systems
In traditional multi-hop systems such as [30],
the transmit power is just Pam. Therefore, ap-
plying our asymptotic analysis for Im → ∞,
we can infer the BER expression for traditional
multi-hop systems. More specifically, this BER
is computed by using (24), (16), (13), and (6),
sequentially.

5 Numerical Results

The first part of this section provides results in Fig-
ure 2 - Figure 5. These results verify the accuracy of
the derived end-to-end BER expression in (6) and the
asymptotic analysis in Section 4, as well as demonstrate
the performance and behaviour of underlay multi-hop
cognitive networks with respect to: i) the maximum
transmit power; ii) the maximum interference power;
iii) the path-loss exponent; iv) the order of position-
ing unlicensed users with different maximum transmit
power levels. Also, in this context, we investigate the
3-hop communication scenario with the coordinates of
each user being arbitrarily selected as follows: U0 at
(0, 0), U1 at (0.5, 0.3), U2 at (0.7, 0.2), U3 at (1, 0), and
the licensed user LR at (0.6, 0.4). Moreover, two typical
modulation formats are considered, namely, 2-QAM for
h odd and 4-QAM for h even. Furthermore, the noise
variances at unlicensed receivers are normalized to be
identical i.e., Nn = N0 for any n. Without loss of
generality, the results in Figure 2 - Fig. 4 are presented
with the assumption that the same maximum transmit
power level is applied to all unlicensed transmitters
i.e., P0m = P1m = P2m = Pm. The case of different
maximum transmit power levels allocated to different
unlicensed transmitters is deferred to Figure 5.

Figure 2 illustrates the performance and behaviour of
the underlay multi-hop cognitive network with respect
to the variation of Pm/N0 for a fixed Im/N0 at 15 dB
and the path-loss exponent τ = 3. It is observed that
the exact results in (22) match perfectly the corre-
sponding results from computer simulations. Likewise,
the offered asymptotic results in (23) are in excellent
agreement with the exact results for Pm/N0 ≥ 13 dB.
It is also shown that underlay DF multi-hop cognitive
networks reach relatively quickly the error floor and
this error floor is the BER of underlay DF multi-hop
cognitive networks imposed by only the interference
power constraint - as discussed in Section 4. It is noted
here that the error floor emerges from the fact that the
transmit power of the unlicensed user is constrained by
the minimum value of the maximum transmit power,
Pm, and the maximum interference power, Im. As a
result, for the values of Pm over a certain value (e.g.,
about 13 dB in Figure 2), the corresponding transmit
power is completely determined by Im, resulting in
unchanged BER levels for any increase of Pm. In the
same context, Figure 3 investigates the BER behaviour
with respect to the change of Im/N0 while Pm/N0 is
fixed at 15 dB. It is clearly observed that the simulated
results coincide with the corresponding simulation re-
sults, which justifies the validity of (22). Furthermore,
this figure shows the performance improvement with
Im for relatively small values of Im (e.g., Im/N0 <
40 dB). This is rather expected since Im upper-bounds
the transmit power of unlicensed users and thus, the
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Figure 2. BER versus Pm/N0 (Im/N0 = 15 dB).
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Figure 3. BER versus Im/N0 (Pm/N0 = 15 dB).

higher Im results in the higher transmit power which
ultimately reduces the corresponding BER levels. For
large Im (e.g., Im/N0 ≥ 40 dB), the saturation in the
performance is observed and this saturation level is
the BER of the traditional 3-hop system as reasoned
in Section 4. The interpretation of this behaviour is the
same as in the depicted scenario in Figure 2. Likewise,
Figure 4 illustrates the performance behaviour ver-
sus the path-loss exponent for Pm/N0 = 40 dB and
Im/N0 = 15 dB. We consider typical values of the
path-loss exponent τ = 2, . . . , 5. The plotted results
demonstrate the perfect match between analysis and
simulation as well as that as τ increases, the BER per-
formance of underlay DF multi-hop cognitive networks
deteriorates significantly. As expected, this behaviour
follows from the fact that the higher the path-loss,
the lower the corresponding system performance. As
discussed in Section 2, our BER expression is quite
general, considering the scenario of different unlicensed
transmitters allocated with different maximum transmit
power levels. Figure 5 demonstrates its application
in such a scenario. To be specific, we consider two
cases with the same total maximum transmit power: i)
Case 1: maximum transmit power level increases with
the hop number (P0m/N0 = 10 dB, P1m/N0 = 15 dB,
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Figure 4. BER versus τ (Pm/N0 = 40 dB, Im/N0 = 15 dB).

0 5 10 15 20 25 30 35 40
10

−3

10
−2

10
−1

10
0

I
m

/N
0
 (dB)

B
E

R

 

 
Case 1 & 2−QAM: Analysis
Case 1 & 2−QAM: Simulation
Case 2 & 2−QAM: Analysis
Case 2 & 2−QAM: Simulation

Figure 5. BER versus Im/N0. Case 1: P0m/N0 = 10 dB, P1m/N0 =
15 dB, P2m/N0 = 20 dB; Case 2: P0m/N0 = 20 dB, P1m/N0 = 15 dB,
P2m/N0 = 10 dB.

P2m/N0 = 20 dB); ii) Case 2: maximum transmit power
level decreases with the hop number (P0m/N0 = 20 dB,
P1m/N0 = 15 dB, P2m/N0 = 10 dB). It is shown that
the analysis perfectly matches the simulation. Also, the
results are reasonable in the following senses:

• In the low-to-moderate range of Im/N0 (e.g.,
Im/N0 < 14 dB), the BER of both cases is iden-
tical. This is because in this range, the transmit
power is totally controlled by Im and hence, the
performance is independent of maximum transmit
power levels.

• At large values of Im/N0 (e.g., Im/N0 > 14 dB),
both cases obtain different performances. This
comes from the fact that at large Im/N0, the trans-
mit power depends on maximum transmit power
levels and hence, the order of positioning unli-
censed transmitters of different maximum transmit
power levels considerably impact the BER of each
hop, eventually varying the end-to-end BER. More-
over, Case 2 provides dramatically better perfor-
mance than Case 1. This makes sense. According
to simulation parameters, the fading powers are
[1/$01, 1/$12, 1/$23] = [5.0441, 89.4427, 21.3346] for
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Figure 6. Linear network model.
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Figure 7. BER versus N (Pm/N0 = 40 dB, Im/N0 = 15 dB).

the 1st, 2nd, 3rd hop, respectively. Since the 1st
hop suffers the most severe fading, the largest
power should be allotted to this hop in order
to guarantee the reliable information transmission
over it, eventually resulting in the low end-to-end
BER. As a result, Case 2 with the largest power
for the 1st hop is more appropriate than Case 1
with the smallest power for it, and hence, Case 2
is better than Case 1 in terms of the end-to-end
BER. Through this illustration, we recognize that
as unlicensed transmitters have different maximum
transmit power levels, their order in the multi-hop
configuration becomes one of decisive factors dras-
tically influencing the network performance. The
topic on selecting the optimal order is interesting
but outside the scope of the current paper.

The second part of this section investigates the perfor-
mance behaviour versus the number of hops N. For this
scenario, we consider the licensed user LR at (0.6, 0.4)
and a linear network model in Figure 6 where U0
and UN with N = (2, · · · , 30) are always located at
(0, 0) and (1, 0), respectively while other relays (i.e., Un
with n ∈ {1, ..., N − 1}) are equally linear on the line
connecting U0 and UN . For instance: only one relay is
positioned at (0.5, 0) for two-hop communications, and
two relays are located at (1/3, 0) and (2/3, 0) for three-
hop communications. This behaviour is clearly shown
in Figure 7 for Im/N0 = 15 dB, Pnm/N0 = Pm/N0 =
40 dB for all n ∈ {1, ..., N − 1}, {2-QAM and 4-QAM}
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Figure 8. BER versus U0-helper distance (Pm/N0 = 20 dB, Im/N0 =
10 dB).

modulation, and τ = 3. As expected for the linear
network topology, the higher number of hops reduces
the path-loss component between two communication
points. This ultimately constitutes the corresponding
communication performance more reliable. Therefore,
the results in Figure 7 are reasonable in the sense that
the BER performance is significantly improved with the
number of hops. Consequently, it is evident that in this
type of linear network models, the underlay DF multi-
hop cognitive network fully exploits the advantages
of both multi-hop communications and cognitive radio
for improving substantially the transmission range and
spectrum efficiency.

It is recalled that the derived BER expressions are
relative long but very convenient to handle both nu-
merically and analytically. Therefore, they can provide
several useful insights into the system performance
without exhaustive and time-consuming simulations
(see the above figures) as well as facilitate system design
optimization. The third part of this section shows one
of their system design optimization applications in
finding the optimum relay position. For illustration
purposes, we reconsider the linear network model with
only one relay in Figure 6. The source U0 and the
destination U2 are located at (0, 0) and (1, 0) while the
relay U1 is at (d, 0) with 0 < d < 1. The problem
is to find the optimum value of d, dopt, such that the
BER is minimized i.e., dopt = min

d
Be. The closed-form

expression of dopt is so involved but its value can be
numerically computed using the derived BER expres-
sions. Figure 8 with Pm/N0 = 20 dB, Im/N0 = 10 dB,
and the licensed user LR at (0.6, 0.4) demonstrates the
BER of the underlay two-hop cognitive network labeled
as ’Cogn.’ with respect to d. As a reference, the results
are also presented for the traditional two-hop network
labeled as ’Trad.’. It is seen that the values of dopt are
0.73 and 0.5 for the two-hop cognitive network and the
traditional two-hop networks, respectively. Also, they
are independent of the modulation level, as expected.
These solutions completely make sense. For the tra-
ditional two-hop network, it is obvious that the relay
should be always located halfway (dopt = 0.5) between
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Figure 9. dopt versus Im/N0 ( Pm/N0 = 25 dB).

the source U0 and the destination U2 for assisting
equally both the source and the destination regardless
of Pm. Meanwhile, for the underlay two-hop cognitive
network, the optimum relay position should not only
improve the performance of the unlicensed network
but also prevent to detrimentally interfere the licensed
users. Therefore, the optimum relay position depends
on many factors such as Im and Pm, and the licensed
user’s position. As a result, it can not be the same as
that in the traditional two-hop network. Additionally,
the performance of the traditional two-hop network is
significantly better than that of the underlay two-hop
cognitive network since the former upper-bounds the
latter and the bound is tight as Im → ∞, as discussed
in Section 4. The two subsequent figures demonstrate
results that justify the above remark addressing that
the optimum relay position in the underlay two-hop
cognitive network depends upon many factors such
as Im, Pm, the licensed user’s position while that in
the traditional two-hop network is always at (0.5, 0).
Since the optimum relay position is independent of
the modulation level, we only investigate the 2-QAM
modulation. Figure 9 exposes dopt versus Im/N0 for
Pm/N0 = 25 dB and two licensed user’s positions
at (0.8, 0.6) and (0.4, 0.5) while Figure 10 shows dopt
versus Pm/N0 for Im/N0 = 10 dB. It is clearly shown
that the above remark is fully validated.

6 Conclusion

This paper studied the BER analysis of underlay
DF multi-hop cognitive networks in the presence of
Rayleigh fading and under both interference power
constraint and maximum transmit power constraint.
Exact and asymptotic expressions were derived in
closed-form and were verified with extensive computer
simulations. Notably, asymptotic expressions can be
efficiently used to compute the BER of underlay DF
multi-hop cognitive networks under only interference
power constraint and traditional DF multi-hop net-
works. The offered results demonstrate that underlay
DF multi-hop cognitive networks ultimately incur the
error floor due to two strict power constraints. Addi-
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Figure 10. dopt versus Pm/N0 (Im/N0 = 10 dB).

tionally, as unlicensed users have different maximum
transmit power levels, the appropriate order of locating
them improves the network performance. Moreover, it
is shown that for the linear network topology, the net-
work performance increases significantly with increas-
ing number of hops. Furthermore, the optimum relay
position exists and depends on several factors such
as maximum transmit power, maximum interference
power, and the licensed user position.
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