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Abstract– The paper aims at improving the load balancing algorithm in wireless packet cellular networks and particularly
in coordinated heterogeneous wireless packet networks. Our main contributions are two-fold. First, we introduce a new
approach to compute the network load metric based on the radio link quality and scheduling information, which can
be applied to any wireless packet system. This load metric hides the radio resources heterogeneity of different access
technologies from the load balancer. Secondly, we propose a new practical load balancing algorithm which provides a
more efficient way to manage the scarce radio resources. The proposed approach has been compared with different existing
schemes and the results show the superiority of the proposed solution.
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1 Introduction

Current trends in wireless network evolution indicate
a desire to integrate different wireless access technolo-
gies to offer an always best connected environment for
mobile users. Along with the rapid growth in demand
for high data rate and high Quality of Service (QoS)
multimedia communications as well as the scarcity of
radio resources, an efficient Radio Resource Manage-
ment (RRM) scheme is highly required. An operator can
deploy different technologies or interwork with other
technologies owned by other operators to enable the
global roaming capability through a coordinated het-
erogeneous access network environment. An advanced
Common RRM (CRRM) is a motivation for interwork-
ing among these networks, and also a challenge to
overcome.

The interworking between different Radio Access
Technologies (RAT) can be distinguished into open,
loose and tight couplings [1, 2]. The stronger the
coupling is, the more efficient the resources can be
commonly utilized. In this work, we consider the tight
coupling case where different access technologies are
being deployed by a single operator or by cooperative
operators. Available radio resources of coupled net-
works will be jointly managed. We hence adopt the
CRRM architecture introduced by the 3rd Generation
Partnership Project (3GPP) [3] and further used in [4–
11]. CRRM is defined as a platform to gather informa-
tion from the Base Stations (BS) of different RATs, and
to control the resource allocation of all BSs to optimize
the overall system performance.

Generally, the load balancing plays an important role
in the CRRM. The load balancing algorithm consists of
accepting or denying a new incomming user request

and forcing users connected to a heavily loaded BS to
hand over to a lightly loaded one. To do so, we need
to define load thresholds for the admission control and
the handover enforcement. The latter is mainly due to
the load balancing and not to the user mobility.

Our contribution is to introduce a new approach to
quantify the load in wireless packet networks and a
novel load balancing algorithm. The remainder of the
paper is organized as follows. After an overview of
existing load balancing algorithms in Section 2, a new
load metric and a new load balance index are proposed
in Section 3. Section 4 focuses on our proposed load
balancing algorithm. Section 5 is devoted to show the
performance evaluation of our approach compared to
other reference strategies. Conclusions are drawn in the
last section.

2 Related Work

In the joint RRM research area, most of previous work
mainly focused on identifying the functionalities of
the CRRM architectural components, and designing the
protocols for control exchanges between these compo-
nents [3–5, 12]. Besides, the resource allocation scheme
which aims at quantifying the amount of resources
allocated to each user in such a way to maximize the
operator’s revenue or the user’s satisfaction has also
been increasingly studied [13–15]. However, the load
balancing between different BSs and different RATs
has not been sufficiently considered. Although the load
balancing is much related to the resource allocation,
they are two separable aspects. The load balancing can
be considered on the one hand as an objective of the
resource allocation scheme and on the other hand as a
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constraint for the resource allocation optimization. In
this work, we only focus on the load balancing issue.

An adaptive threshold for load balancing based han-
dover enforcement initiation was introduced in [16].
Although this approach makes it possible to detect
the need of initiating a handover, the suitable target
access network is not addressed. Another solution for
RRM algorithm based on fuzzy logic and reinforcement
learning was presented in [7, 8]. However, the admis-
sion control is just a primary step in the load balancing
process as it only deals with the incomming calls. Even
if an efficient admission control algorithm [7, 8, 17]
is used, overload situations might still occur, e.g., due
to the mobility of high-rate packet data users or the
inherent fluctuation of the transmission channel.

All the load balancing solutions have been based on
a fundamental resource unit notion, called “load”. The
load metric represents the occupation ratio of a BS.
The load of a cellular network is usually computed
through the received power and the interference level
[18] whereas the load of a Wireless Local Area Network
(WLAN) is simply computed through the number of
users connected to an access point [7, 8]. The load can
be computed in different manners for different systems.
As a result, the same load value for two different
systems does not mean the same load situation. As
such a comparison is the basis of any cross-system load
balancing solution, having a same semantic of the load
metric is mandatory. The existing load computation
methods, which are based on the interference [18] or
the throughput [19], do not allow the load variation
anticipation prior to the situation where a user moves
into/out of a cell. The estimation of future interference
or throughput values is really challenging. Accordingly,
we will not be able to make the right decision to achieve
an efficient resource balancing.

3 Load Metric & Balancing Index

3.1 Load Metric Definition

Some High Speed Packet Access (HSPA) network
operators have recently encountered a network sat-
uration by so many Iphone users. Along with the
increase of multimedia and data-intensive applications,
the future fourth-generation networks will promisingly
experience an extremely high load situation. In this
paper, we present only the cross-system downlink
load balancing. However, the solution is still valid for
uplink load balancing. Traditionally, the load metric
corresponding to the resource occupation ratio varies
from 0 to 1. As the circuit-switched cellular network
has been progressively migrated towards all-IP packet
network, here we only consider the load balancing for
wireless packet networks. In wireless packet networks,
the channel access is dynamically assigned to mobile
users by a scheduler running in the BS (see Figure 1).
The scheduler decides which packets are transmitted
to their corresponding destinations at an instant (de-
pending on the required QoS of each user and radio
link quality between the user and the BS). Contrary

Figure 1. Scheduler in a base station.

to a fixed resource allocation in circuit networks, the
resource allocation in packet networks is much more
dynamic. An overload situation will cause a delay or
packet loss to some specific connections, but not nec-
essarily an outage of connections. It is thus interesting
to be able to estimate the overload degree. The way to
balance the load in packet networks is thus different
from circuit networks.

The packet scheduling is an active research area.
Generally, based on the transmission channel estima-
tion, the BS will adapt the modulation and coding
scheme to transmit packets in such a way to maximize
the throughput and minimize the packet error rate.
Recently, the QoS priority has been also taken into
account in the packet scheduling [20]. Compared to the
load balancing, a global strategy involving all the BSs in
the system, the packet scheduling is just a local strategy
at each individual BS. We can see that if the total
requesting resource (i.e., packet arrival rate mapped
with the modulation and coding rate) is higher than
the capacity of the BS (i.e., symbol departure rate at the
physical layer), some users will not get their required
QoS. In other words, the BS is overloaded.

We define load ρ as the ratio of the required resources
to the total resources. If the amount of the required
resources of all users connected to a BS is greater than
or equal to its total resources, this BS is considered
as overloaded. In differentiated QoS wireless networks,
the objective of the scheduler is to guarantee the QoS re-
quired by the non-best-effort users. Hence, the required
resources information used for load computation is
the guaranteed bit rate corresponding to the running
application of each user. Alternatively, the required
resources of a communication is its arrival rate at the
BS. As a First-In-First-Out buffer is implemented at the
BS for each connection, the packet arrival rate can be
simply retrieved. In the following, for simplicity, each
communication is assumed to have a guaranteed bit
rate η(Kbps).

At the physical layer, multiple transmission modes
comprising of a pair of modulation scheme and For-
ward Error Control (FEC), as in IEEE802.11/16, 3GPP
and 3GPP2 standards, are available to each user. Given
the modulation and coding rate of φ(bits/symbol), the
packet of Np bit is mapped to a block of Np/φ sym-
bols after modulated and coded. Hence, the required
resources of a call can be expressed as η

φ (Ksymbol/s).
The total resources of a BS can be referred to as the
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number of data symbols that the BS can transmit in
downlink during one second, i.e., data symbol rate Rs.
For example, in HSDPA system, the channel multiplex-
ing is in time domain where each Transmission Time
Interval (TTI) consisting of three slots (or 2ms) can carry
480 data symbols. Within each TTI, a maximum of 15
parallel codes can be assigned to one user or shared
between several ones. Hence, the total resources become
15× 480symbols/(2ms) = 3.6Msymbols/s. In an OFDM
system like Worldwide Interoperability for Microwave
Access (WiMAX), or 3GPP Long-Term Evolution (LTE),
the resources consist of OFDM symbols in the time
domain and sub-carriers in the frequency domain. The
downlink data symbol rate is equal to (number of down-
link OFDM symbols)×(number of data sub-carriers)/(frame
duration). Meanwhile, in the direct-sequence CDMA
system like Universal Mobile Telecommunications Sys-
tems (UMTS) or CDMA2000, the symbol rate depends
on the spreading factor S(chips/symbol) of the used
code. As the chip rate Rc = Rs × S (chip/s) is a fixed
value, we choose it as the total resources parameter.

Now let M denote the number of currently con-
nected users at a BS of total resource Rc. Each user i
is characterized by a required guaranteed bit rate ηi,
a modulation and coding rate φi and an associated
spreading factor Si. If speading factor does not exist,
we set Si = 1. The load of a BS is given as:

ρ =
1

Rc

M

∑
i=1

ηiSi
φi

. (1)

This load metric definition takes into account not only
the user’s required resource but also the radio link
quality between the user and the BS. If the link quality
is so poor to guarantee the connection or the user
is outside the corresponding BS’s radio coverage, the
corresponding modulation and coding rate φ will be set
to 0. If the BS accepts this user request, its load becomes
infinity. Thus, the load balancing algorithm will refuse
the connection and/or force the user to handover to
another neighboring access network. Using this defini-
tion, the resources heterogeneity among different access
systems will be hidden from the load balancing. In
other words, the load balancing scheme is based only
on the load values of different access nodes regardless
of underlying technologies and underlying scheduling
schemes. The load balancing over heterogeneous net-
works is somewhat similar to that over a homogeneous
network.

3.2 Load Balancing Index
One of the key elements in the load balancing is the

balance index used to measure the balance of resources
in a system. Such an index was first introduced in [21]
and recently used in [19]. It is defined as:

ξ1 =
(∑i ρi)

2

K ∑i ρ2
i

, (2)

where K is the number of neighbouring BSs over which
the load can be distributed. In fact, ξ1 is a correlation
factor between the load vector [ρ1, . . . , ρK] and the
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Figure 2. (a) Problem of using ξ1; (b) Load balancing index ξ2
computation.

vector [1, . . . , 1]. If all BSs have the same load level, then
ξ1 = 1. The load balancing target is to maximize ξ1.
However, this balance index exposes serious limitations.
Consider a scenario where a new user at the overlapped
zone of three BSs as depicted in Figure 2(a) wants to
initiate a communication. Given that {ρA = 0.8, ρB =
0.4, ρC = 0.3} are the current load of BS A, B and C and
{∆ρA = 0.1, ∆ρB = 0.2, ∆ρC = 0.7} are the added load if
the new user attaches to BS A, B and C, respectively. By
using objective function ξ1, the new user will attach to
BS C as it results in the highest balance index ξ1 = 0.89.
The BS C becomes overloaded (ρC = 1). And we can see
that if the user connects to either BS B or BS C, this will
not generate the overloaded situation.

As a user will generate different added loads when
connecting to different access nodes, it becomes difficult
to maintain all BSs at the same load value. Also, in a
heavily loaded system, the balancing objective ξ1 tries
to evenly distribute the load to all BSs, which leads to
a situation where all BSs will be overloaded. It may
be better to degrade the QoS of only several users
instead of all users. When the load between the BSs
has not been balanced yet but all the BSs are not in the
imminent overloaded situation, it is not necessary to
maximize ξ1 by forcing the users to attach to another
BS. To resolve the overload situation in the exemplary
scenario, one may suggest adding a constraint like
ρi < 1 ∀i while trying to maximize ξ1 to accommodate
the revealed limitation. It seems to be a good solution
in a lightly loaded system. But, this constraint is never
satisfied in a heavily loaded system. Accordingly, the
objective of load balancing algorithm is to minimize
the effect of overload situation and not to avoid the
overload situation (because it is not always guaranteed
in a finite capacity system).

In order to improve the above limitations, our load
balancing mechanism objective is to avoid the overload
if possible or to reduce overloading situation in access
networks. The idea is to detect imminent overload
situations and start to redistribute the load from heavily
loaded access networks to lightly loaded ones. A system
is considered as load-balanced if all BSs have a load
below a specific threshold 0 < δ < 1. It is motivated by
the avoidance of unnecessary load balancing operations
that wastes the resource and causes undesired han-
dovers. Usually, in the load control strategy, operators
reserve an amount of resources (1− δ), known also as
guard channel ratio, for handing over users as well as
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for system redundancy. The choice of threshold δ can be
inspired by the research on guard channel optimization
in [22] and we do not address such a choice in this
work. Accordingly, we propose a new balance index
ξ2:

ξ2 =
K

∑
i=1

max(ρi − δ, 0). (3)

If there exists ρi > δ, then ξ2 > 0. The greater index ξ2,
the closer to an overload state the network is. Note how-
ever that ξ2 > 0 does not mean an overload situation
(i.e., since ξ2 may be greater than 0 but ρi < 1 for all i).
The objective of the load balancing is now to minimize
ξ2. In the previous scenario, the overload situation
does not occur while using ξ2 as an objective function
since ξ2(C) (that is the value of ξ2 while network C is
selected) is clearly greater than max{ξ2(A), ξ2(B)} for
any chosen δ.

4 Load Balancing Algorithm

4.1 Optimal Algorithm Formulation
We provide here a formulation of an optimal load

balancing algorithm. Assuming that at a given instant
our system consists of M currently connected users and
K BSs of different access technologies. Let us denote
W = (wij), i = 1, . . . , M, j = 1, . . . , K as a generated
load matrix where wij is the load generated at BS j
while user i attaches to it. If user i is not in the radio
coverage of BS j, then wij = ∞. The balancing algorithm
will be triggered upon the imminent overload situation.
Results of the algorithm should come out with an
assignment σ = (σij), where σij = 1 if user i is decided
to attach to BS j and σij = 0 otherwise. The optimal
assignment σ? is given as

σ? = arg min
σ

K

∑
j=1

max(ρj − δ, 0), (4)

where ρj = ∑M
i=1 wijσij, subject to the following condi-

tions: σij = 0 if wij = ∞ and only one element σij in
each row i of matrix σ is non-zero. We assume that if
user MS i is in coverage of a particular BS then MS i
will be allocated the resource (there exists i such that
σij = 1). In other words,

∃j : wij 6= ∞⇒
K

∑
j=1

σij1{wij 6=∞} = 1. (5)

One may note that the constraint on binary integer
variables σij makes our optimization problem non-
convex, and therefore far more difficult to solve. In
the worst case where any user can connect to any
BS, by using potentially exhaustive search, we need to
compute the values of ξ2 for KM possibilities of σ to find
out σ?. Such optimal algorithm is thus impractical for
implementation since it requires an exponential compu-
tation time, especially in a large wireless network with
thousands of users and BSs. Also, such an assignment
may lead to a reallocation of resources for all users
which implies a significant amount of handover and
overheads.

4.2 Proposed Load Balancing Algorithm

Our aim is to design a feasible and suboptimal solu-
tion for load balancing while minimizing the resource
rearrangement and the computation effort. When a user
initiates a connection, the end-user device selects a
suitable access network among available ones using the
network selection mechanism. The load value of each
access node may be used in the network selection evalu-
ation if the user has access to this information. The user
will be able to not select the heavily loaded access node.
Besides, the access node may refuse the user’s connec-
tion request based on its admission control policy if it is
heavily loaded. Despite the use of an admission control,
the overload of an access node still happens due to
the transmission channel fluctuation, the mobility or
the application data rate changes. To handle the load
balancing, on-going calls will be transferred from an
access network to another. The two main targets of our
proposed algorithm are the admission control and the
network-initiated handover.

4.2.1 Admission control: The admission control is em-
ployed to admit or reject a new originating or handing
over communication in order to avoid overload situ-
ations. A connection request to a specific BS will be
accepted if the BS’s load, including the contribution of
the incoming communication, is below an admission
threshold δAC. Otherwise, the new incoming communi-
cation will be redirected to the least loaded overlapped
access network. If all BSs in the coverage area could not
accommodate the new communication, the connection
request is rejected. If the incoming communication is
a handing over one, the admission threshold is greater
than the one used for a new originating communica-
tion. It is generally preferable to refuse the new calls
rather than to drop the on-going calls. That explains
also why we choose a load balancing threshold δ < 1. In
our solution, we choose to always accept the handing-
over users.

It is noteworthy that a number of previous publica-
tions [7, 8, 17] have considered the admission control
as a means to achieve load balancing. However, the
admission control is just a first step in the load balanc-
ing process as it only deals with incoming communi-
cations and it does not treat the load fluctuation of on-
going ones. Moreover, trying to redirect an originating
communication to a less loaded access system (redirect
from one technology to another) may not be possible
if the communication is initiated from a single-mode
terminal. In this case, it may be better to accommodate
the originating single-mode user and to force a multi-
mode user to make a vertical handover to a coordinated
access system. That motivates the need to use handover
enforcement to effectively distribute the load over the
heterogeneous systems.

4.2.2 Handover enforcement: In addition to the ad-
mission control, it is essential to have a mechanism
to detect and handle imminent overload situations.
Such mechanism is known as the handover enforcement
since its main role is to select suitable users in a heavily
loaded access network and force them to handover
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Figure 3. Illustration of load balancing algorithm.

to suitable lightly loaded overlapped ones. The main
output of the handover enforcement is to determine
a set of pairs, suitable user and suitable target access
network, for the handover execution.

Let M = {M1, M2, . . . , Mm} denote a set of mobile
users currently connected to a heavily loaded BS0 that
needs to be unloaded. The set of neighboring BSs over-
lapped with BS0 is denoted by B = {BS1, BS2 . . . , BSk}
and the current load of each of the neighboring BSs
is ℘ = {ρ0, ρ1, ..., ρk}. The load balancing scenario is
illustrated in Figure 3. While the load of BS0 is still
greater than δ and the load balance index ξ2 can still
be decreased, we move a user MI to a BSJ in such a way
that the new arrangement minimizes ξ2. This operation
consists of one move, one user from BS0 to BSJ , at a
time. We recognize that in some situations two con-
secutive moves, one user from BS0 to BSJ and another
user from BSJ to BSK, can help to reduce the overall
load balance index, which could not be achieved by the
one-move operation. The two-move operation requires
more computation effort. Accordingly, we propose a
handover enforcement including of two steps:

In the first step, we identify a move (I, J) of suitable
user MI from an overloaded BS0 and suitable BSJ for
load balancing handover. (I, J) is given by

(I, J) = arg min
(i,j)

ξ2(0, i, j), (6)

where

ξ2(0, i, j) =max(ρ0 − wi0 − δ, 0) + max(ρj + wij − δ, 0)

+ ∑
l 6={0,j}

max(ρl − δ, 0). (7)

Here, wij is the load contribution of user Mi at BSj
while Mi connects to BSj. Also, wij = ∞ if Mi is not in
the radio coverage of BSj.

If the system is still overloaded, we search a possible
two-move operation to reduce the overload situation:
move a user MI of BS0 to BSJ and then move a user
ML of BSJ to BSK. (I, J, L, K) is given by

(I, J, L, K) = arg min
(i,j,l,k)

[ξ2(0, i, j) + ξ2(j, l, k)], (8)

where

ξ2(j, l, k) =max(ρj − wl j − δ, 0) + max(ρk + wlk − δ, 0)

+ ∑
r 6={j,k}

max(ρr − δ, 0). (9)

Instead of balancing the resources of the overall
system as described in the optimal algorithm, our
proposed solution aims at redistributing locally the
load of a heavily loaded BS around its neighbouring
overlapped BSs. In turn, the neighbouring BS will re-
distribute its load to its own neighbouring BSs and so
on. By doing so, the load of the overall system will be
then balanced. In fact, the handover enforcement will be
triggered when the load of a specific BS is greater than
δ. The algorithm execution is continued until ξ2 = 0
or we cannot find a handover to improve index ξ2.
In our proposition we only consider one-move and
two-move operations during the handover enforcement
since considering more than two consecutive moves is
not realistic in on-line system due to its computation
time.

5 Performance Evaluation

In this section, we first show the effectiveness of our
new load balance index ξ2 which is used as an objective
function in our proposed load balancing scheme. Next,
the performance of our proposed solution is compared
with the optimal solution and a reference scheme.
The chosen reference solution employs an advanced
admission control [7, 8, 17], in which a new incoming
communication will be redirected to the least loaded
BS. The smallest load value includes the load of the
new incoming communication.

5.1 Simulation and Performance Metric
We consider a simulation scenario in which users

start and stop dynamically their communication ses-
sions. Each communication is associated with a guar-
anteed bit rate η which is randomly generated in the
interval η ∈ [200, 3000]Kbps. Assume that a user has
only one communication session at a time and the
duration of each communication follows an exponential
distribution with a selected averaged value of 5 min-
utes. A user has the possibility to connect to a random
number of BSs. As we focus on the load balancing op-
eration, the simulation of the physical and MAC layers
is not necessary in order to observe the load balancing
performance. Therefore, the radio link quality between
a user and its reachable BSs (i.e., the modulation and
coding rates) is randomly selected at the beginning
of each communication session. The modulation and
coding rate φ varies from 0 (i.e., radio link is very poor
for the connection or user is outside the BS’s radio
coverage) to 4 bit/symbol. The capacity of each BS is
randomly selected in the interval [1, 10] Msymbol/s.

The performance is evaluated by means of a user
satisfaction degree. When MS i is connected to BS j,
the achievable throughput of MS i is given by (inspired
by [23])

Ti =
ηi
ρj

g(γij) =
ηi
ρj

L
B
[1− 0.5 exp(−vγij)]

B, (10)

where γij is the SNR of the radio link between MS
i and BS j, B is the block size, L is the number of
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data bit within the block size B and v is the specified
constant depending on the considered technology. In
fact, g(γij) is the probability that the radio frame of
size B is transmitted without errors. And ηi

ρj
represents

the achievable data rate if user MS i connects to BS j.
For sake of simplicity, we assume that there is no errors
on radio transmission, i.e., g(γij) = 1. The achievable
throughput of user MS i, connected to BS j, is thus equal
to Ti =

ηi
ρj

.
To compute the user satisfaction, we use the modified

Sigmoid utility function proposed in [24]. Based on the
achievable throughput, the user satisfaction degree is
given as

ui(Ti) =



1, Ti > ηi

(
Ti−ηmin

i
0.5ηi−ηmin

i
)ζ

1+(
Ti−ηmin

i
0.5ηi−ηmin

i
)ζ

, ηi ≥ Ti ≥ ηmin
i

0, otherwise

, (11)

where ηmin
i is the minimum acceptable bandwidth

threshold of MS i. The parameter ζ is the tuned steep-
ness parameter that follows ζ ≥ 2. In fact, we assume
that a user will be completely satisfied (ui = 1) if his
achievable throughput is greater or equal to what he
asks for (i.e., Ti ≥ ηi). And he will be half satisfied
(ui = 0.5) if he gets only a half amount of throughput
that he asks for (i.e., Ti = 0.5ηi). In this simulation part,
we assume that ηmin

i = 0 and ζ = 3.
In this paper, we will use the averaged user sat-

isfaction over all users in the system, given by (12),
as the performance metric to compare different load-
balancing algorithms.

U =
1
M

M

∑
i=1

ui(Ti). (12)

5.2 Validation of the Load Balance Index ξ2

We employ indexes ξ1 and ξ2 as load-balancing objec-
tive functions. Another strategy consisting in minimiz-
ing the total load of all BSs is also examined. The perfor-
mance of the three strategies is illustrated in Figure 4.
In this simulation, the number of BSs in the system is
fixed at 20. The value of threshold δ here is selected
as δ = 0.95. Note further that when we change the
number of BSs or users in the system, the whole system
configuration (e.g., φ, BS’s capacity, η) is modified. The
comparison of the user satisfaction or balance index
between different network configurations (number of
BS and number of user) is not relevant. Note however
that we keep the same initial network configuration to
test the different load balancing algorithms.

From Figure 4, the averaged user satisfaction is de-
creased when the number of users increases. As the
number of BS in the system is fixed, a large number
of users results in a high-load system. The user sat-
isfaction is thus declined. The averaged user satisfac-
tion is also averaged over many simulation repetitions.
We observe that the ξ2-based strategy gives the best
performance compared to the two other strategies in
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Figure 4. Averaged user satisfaction vs. load balancing objective
function strategies.

any simulated network-load contexts. When the overall
network load increases, the ξ1-based strategy exposes
clearly its limitation. For example, when the number
of users is 60, the averaged user satisfaction given by
the ξ2-based strategy is around 0.9 while that given by
ξ1-based strategy is lower than 0.4. The ξ1 strategy is
not suitable since an equalization of all BSs’ load is
sometimes wasteful and does not lead to a good system
performance. The performance of ξ1 strategy is even
worse than the total load minimization strategy. The
later strategy does not result in an efficient resource
utilization either because minimizing the total load
does not mean a minimization of the system overload
level. The simulation result affirms the efficiency of the
ξ2-based load balancing strategy.

5.3 Performance of the Proposed Load Balancing
Strategy

We compare the performance of our proposed
scheme with the impractical optimal solution. As the
optimal solution requires a great computation time, the
number of users arriving at a time is limited to 15 and
a small number of BSs are considered. However, each
user requires a high bit rate η (400 ≤ η ≤ 3000) to
introduce an important load in the system. According
to Figure 5 and Figure 6, it is clear that our proposed
algorithm performs very well compared to the optimal
one. Indeed, the balance indexes ξ2 given by our solu-
tion are almost the same as those of the optimal one.
We can see that the averaged user satisfaction of our
proposed solution is slightly smaller than that of the
optimal one in some situations (e.g., when the number
of BSs is equal to 4 or 6). Most of the cases, the balance
index and averaged user satisfaction provided by the
our solution are identical to the optimal one.

The simulation shows clearly that our proposed
algorithm provides a very close result compared to
optimal but impractical one. Remind that our handover
enforcement is based on two search steps: one-move
and two-move operation searching. In order to investi-
gate the advantage offered by the two-move operation
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Figure 5. Averaged user satisfaction between our solution and the
optimal one.
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Figure 6. Balance index ξ2 between our solution and the optimal
one.

searching, we compare the balance index ξ2 obtained
from the algorithm using only one-move searching and
the one using both one-move and two-move searching.
In this simulation, the number of BS is fixed to 20. The
balance index ξ2 is presented in Figure 7. The result is
averaged over 50 simulation repetitions for each chosen
number of users. The balance index ξ2 obtained by our
proposed algorithm is smaller than the one using only
one-move operation searching. It means also that the
averaged user satisfaction of the proposed algorithm is
better than the one-move algorithm. In fact, in the two-
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Figure 7. Load balancing using one-move handover enforcement vs.
the one using two-move handover enforcement.
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Figure 8. Performance comparison between our solution and the
reference one.

move operation searching, we consider the handover
enforcement of the user connected to a non-overloaded
BS. This move unfreezes a enough resource amount
on this BS for a possible incoming enforced handover
user. One may note that we can also improve the
load balancing by considering the three-move operation
searching. However, the proposed algorithm, taken into
account the two-move operation, provides already a
very close to optimal result. A possible improvement
from the three-move operation searching is not much
significant compared to its computation time.

We compare now our proposed scheme with the one
using advanced admission control algorithm [7, 8, 17]
in which a new incoming communication will be redi-
rected to the least loaded BS. We start two separate sim-
ulations using the same initial load-balanced system,
the same user arrival process and the same running
application scenario. The number of BSs is set to 10
and the number of users is set to 30. The load variation
of the system is due to the communications start/stop.
The averaged user satisfaction of the two systems, the
one managed by our proposed load balancing scheme
and the one managed by the reference scheme, is ob-
served at every instant of the simulation duration and
is depicted in Figure 8. We observe that the averaged
user satisfaction degree in the system managed by our
proposed scheme is much higher than in the system
managed by the reference one. In fact, our proposed
scheme uses a simple admission control compared to
the advanced admission control of the reference one.
The key of our scheme is based on the handover
enforcement process that handles imminent overload
situations. The results show clearly the effectiveness
of our solution which is furthermore feasible for im-
plementation in both homogeneous and coordinated
heterogeneous networks.

6 Conclusion

In this paper, we have proposed a new load metric
which makes it possible to formulate the load balanc-
ing as a classic optimization problem. This novel load
metric for wireless packet networks is based on the
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packet scheduling and the radio link quality informa-
tion. Thank to this new metric, the heterogeneity of
different access technologies can be removed. It also
facilitates the load balancing operations since it allows
load variation anticipation. We introduced a new load
balancing index to measure the overload degree of a
system. This balancing index leads to minimize the
overload degree of a system instead of equalizing the
load among the access nodes within a system. We
designed a load balancing scheme which consists of
an admission control and a handover enforcement. The
proposed handover enforcement based on one-move
and two-move iterative search is one of the feasible
suboptimal solutions to the problem. The solution can
be used in on-line system because it does not require
much computation time and because it operates in a
distributed way instead of a usual centralized way. It
was shown that our proposed approach outperforms
the existing approaches. We also showed that the per-
formance of the proposed scheme is very close to the
optimal but unimplementable solution. In the future
work, we plan to investigate the joint load balancing
and resource allocation optimization in heterogeneous
networks.
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